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Introduction

Distributed Knowledge

This presentation is about distributed knowledge.

Specifically, we talk about different ways to define distributed knowledge.

Note, however: only static variants here.

Before we dive into details: general overview.
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Introduction

Hypothetical Knowledge

Distributed knowledge, a.k.a.,

group knowledge
implicit knowledge
collective knowledge

Type of hypothetical knowledge for group of agents.

Not what agents know.

But what they would know if they pooled their knowledge.

Or perhaps: could know?

Main question: how do they pool knowledge?
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Introduction

Profit!

Step 1 Agents gather to share their knowledge.
Step 2 ???
Step 3 Profit!

We’re focusing on Step 2.

What kind of communication is used to establish distributed knowledge?
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Introduction

Intersection vs. Full Communication

Important to stress: we are not the first to investigate the ”???” in Step 2.

Multiple authors studied the step.

And they came up with not one but two main answers!

Main existing approaches:

“Intersection.”
“Full communication.”

(Note: terminology is not standardized, these are the terms we’ll use.)
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Introduction

Let’s make more

So we encountered two competing answers to a question.

We then did what any sensible person would do.

We came up with 11 more answers.
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How to share information

Commonalities

General idea shared among all variants.

Take group G of agents.

Imagine members of G sharing .

Formula φ is distributed knowledge among G if, after information sharing, the group can
discover φ.

Notation: DGφ.
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How to share information

Possible Worlds

In most variants: information sharing affect accessibility relations.

Before information sharing, each a ∈ G has accessibility relation Ra.

Information received from other agents will allow a to exclude some worlds.

After information sharing, new relation R ′
a, where (w ,w ′) ∈ R ′

a iff
1 (w ,w ′) ∈ Ra and
2 w ′ is compatible with the information shared with a.

Then φ is distributed knowledge in w iff φ holds in all w ′ that are still accessible after
information sharing.
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How to share information

Backward-looking

Important: unlike preceding talk, this is static distributed knowledge.

Meaning: shared information determines which worlds w ′ are considered.

But shared information is not taken into account when evaluating φ in w ′.

Effectively: DGφ holds iff after sharing information, group G could determine that φ was
the case before the information sharing.
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How to share information

Intersection

So then let’s consider the two existing approaches.

They represent different intuitions about how communication takes place.

Most common approach: intersection.

World w ′ considered possible by G iff every a ∈ G considers w ′ possible.

Effectively, R ′
a =

⋂
b∈G Rb.

Formally:

w |= DGφ⇔ ∀w ′(w ,w ′) ∈
⋂
b∈G

Rb : w ′ |= φ.
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How to share information

Full Communication

Other main approach: “full communication”.

Unlike all other approaches we consider: not directly based on accessiblity relations.

Instead, let Ψw = {ψ | ∃b ∈ G : w |= □aψ}.
I.e., Ψw is set of formulas known (in w) by any group member.

Then φ is distributed knowledge of Ψw entails φ.

Formally:
w |= DGφ⇔ Ψw |= φ
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How to share information

Different Intuitions

We have no opinion about which definition of distributed knowledge is better.

Both can co-exist.

They simply appeal to different intuitions about the type of communication.

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 15 / 46



How to share information

Different Intuitions

We have no opinion about which definition of distributed knowledge is better.

Both can co-exist.

They simply appeal to different intuitions about the type of communication.

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 15 / 46



How to share information

Different Intuitions

We have no opinion about which definition of distributed knowledge is better.

Both can co-exist.

They simply appeal to different intuitions about the type of communication.

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 15 / 46



How to share information

Intersection: intuition

With intersection: if (w ,w ′) ̸∈ Rb for some b ∈ G , then that b knows w ′ is not the true
world.

They then share this with the group.

So, after group deliberation, w ′ is only considered possible if (w ,w ′) ∈
⋂

b∈G Rb.

Importantly, no claims are made about how b shares information about w ′ with the group.

In particular, w ′ need not be identifiable by a modal formula.

Perhaps b expresses impossibility of w ′ in, say, infinitary first order logic.

Perhaps they just draw the model and point to worlds.

Perhaps they perform a Vulcan mind-meld.

Communication method doesn’t matter. Agent b has the information to exclude w ′, and
we assume this information reaches G .
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How to share information

Full communication: intuition

With full communication, in contrast:
communication is assumed to take place using formulas of modal logic.

Each agent contributes the set of formulas they know to the group discussion.

Then, group members put on their thinking caps.

Formula φ is distributed knowledge if it follows from shared formulas.
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How to share information

Comparison

Known result1: “full communication” is strictly stronger than “intersection”, i.e.,

If φ is “full communication” distributed knowledge then also “intersection”.
Sometimes φ is “intersection” distributed knowledge but not not “full communication”.

Example: D{a,b}p in this model.

p p

a

b

b

a

1W. van der Hoek, B. van Linder and J.-J. Meyer, Group knowledge is not always distributed (neither is it
always implicit), Mathematical Social Sciences 38 (1999), pp. 215–240.
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More intuition

More intuition

Intuition difference between intersection/full communication is interesting.

But we can draw more distinctions!
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More intuition

Finite communication

In both approaches so far: amount of information shared by G can be infinite.

Intersection: both
⋂

b∈G Rb and Ra \
⋂

b∈G Rb may be infinite.

So agents “point to” (potentially) infinitely many worlds.

Full communication: set of known formulas is always infinite.

Question presents itself: what if agents can only share finite amount of information?
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More intuition

Simultaneity

Also worth considering: is all information shared simultaneously or in some order?

For example, suppose a knows that p, and b knows that p → q.

If a goes first and says “p”, b can use this to determine that q holds.

Once b’s turn comes, they can then contribute their newly-learned “q”.

With simultaneous sharing, such newly-learned information can’t be used.
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More intuition

Transfinite

Suppose that
1 Infinite amount of information shared.
2 Information is shared in order.

Then we can even wonder: is the order of sharing labeled by ω, or transfinite?

I.e., is there an “infinity plus 1” step in the order?
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More intuition

All for one?

One final consideration: must all b ∈ G learn φ in order for DGφ?

Or does it suffice for there to be some b ∈ G that learns φ?
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More intuition

Scope

It is easy to come up with more distinctions.

But we must limit our scope somehow.

So we stick to the distinctions discussed so far:

Sharing known modal formulas (L0) vs. sharing non-linguistic information (∩),
Sharing infinitely many known formulas (•) vs. sharing finitely many (⊙),
Sharing simultaneously (⇑) vs. sharing ω-ordered (ω) vs. sharing transfinite ordered (Ω),
Some b ∈ G learn φ (∃) vs. all b ∈ G learn φ (∀).
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More intuition

Nonsense

Note: some questions don’t make sense in some cases.

If information is not shared as formulas, can’t ask whether finitely many formulas are
shared, or whether formulas are shared in order.

We use ϵ to indicate non-answers to impossible questions.
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More intuition

Types

Twelve types of distributed knowledge:

1 (∩, ϵ, ϵ, ∃)
2 (∩, ϵ, ϵ, ∀)

3 (L0,⊙,⇑,∃)
4 (L0,⊙,⇑,∀)
5 (L0,⊙, ω, ∃)
6 (L0,⊙, ω, ∀)

7 (L0,•,⇑,∃)
8 (L0,•,⇑,∀)
9 (L0,•, ω,∃)
10 (L0,•, ω,∀)
11 (L0,•,Ω,∃)
12 (L0,•,Ω,∀)
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More intuition

Collapse

All 12 variants are conceptually different

(albeit sometimes in small ways).

Some of them are equivalent, though.

For example: w |=(∩,ϵ,ϵ,∃) DGφ iff w |=(∩,ϵ,ϵ,∀) DGφ.

This is because R ′
a = R ′

b =
⋂

c∈G Rc .

Hence if one agent knows φ after communication, then all do.

But some variants are non-equivalent.
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More intuition

Contribution

Our technical contribution:

Formally define each variant.

More involved than you’d think, since distributed knowledge is a “hidden” second order
quantifier.

Determine which variants are equivalent.

And which imply which.

In this presentation, no details of definitions.

Instead, focus on (non)equivalences.
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(Non)equivalences
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(Non)equivalences

The results

(∩, ϵ, ϵ, ∀) (∩, ϵ, ϵ, ∃)

(L0,•,Ω,∀) (L0,•,Ω, ∃)

(L0,⊙, ω, ∀) (L0,⊙, ω, ∃) (L0,•, ω, ∀) (L0,•, ω, ∃)
(L0,⊙,⇑,∀) (L0,⊙,⇑,∃) (L0,•,⇑, ∀) (L0,•,⇑,∃)
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(Non)equivalences

The easy ones

Some implications among variants are easy.

DGφ with any type implies DGφ with (∩, ϵ, ϵ, ∃) and (∩, ϵ, ϵ, ∀).
DGφ with (f , a, o,∀) implies DGφ with (f , a, o,∃).
DGφ with (L,⊙, o, q) implies DGφ with (L,•, o, q).
DGφ with (L,•,⇑, q) implies DGφ with (L,•, ω, q) implies DGφ with (L,•,Ω, q).
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(Non)equivalences

Including reasoning

Other implications follow because reasoning can be included in communication.

Suppose, for example, that w |=(L0,⊙,⇑,∃) DGφ.

So each b ∈ G simultaneously contributes a single formula ψb

such that w |= □bψb.

And {ψb | b ∈ G} suffices for at least one x ∈ G to learn φ.

Then for every (w ,w ′) ∈ Rx :
1 w ′ |= φ or
2 w ′ is excluded by the communication, i.e., w ′ ̸|=

∧
b ψb.

But then w |= □x (
∧

b ψb → φ).

So replace x ’s contribution ψx with ψx ∧ (
∧

b ψb → φ).

Together with contributions from other agents: suffices for everyone to learn φ!

Hence w |=(L0,⊙,⇑,∀) DGφ.
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(Non)equivalences

The results

(∩, ϵ, ϵ, ∀) (∩, ϵ, ϵ, ∃)

(L0,•,Ω,∀) (L0,•,Ω, ∃)

(L0,⊙, ω, ∀) (L0,⊙, ω, ∃) (L0,•, ω, ∀) (L0,•, ω, ∃)
(L0,⊙,⇑,∀) (L0,⊙,⇑,∃) (L0,•,⇑, ∀) (L0,•,⇑,∃)
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(Non)equivalences

Including reasoning

Other implications can be shown similarly.

w |=(L0,⊙,⇑,∃) DGφ iff w |=(L0,⊙,ω,∃) DGφ

I.e., order doesn’t matter for finite set of formulas.

w |=(L0,•,⇑,∃) DGφ iff w |=(L0,•,ω,∃) DGφ

w |=(L0,•,⇑,∀) DGφ iff w |=(L0,•,ω,∀) DGφ

I.e., non-transfinite order doesn’t matter for sets of formulas.
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(Non)equivalences

The results
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(Non)equivalences

Differences

So far, only show equivalences.

Now, for some non-equivalences.

Let’s start with (L0,⊙,⇑,∀) versus (L0,•,⇑,∀).
So that’s single/finite set versus infinite set.
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(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Both a and b know: r holds iff pi ↔ qi for all i .
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.
But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑,∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.

Both a and b know: r holds iff pi ↔ qi for all i .
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.
But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑,∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Both a and b know: r holds iff pi ↔ qi for all i .

All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.
But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑,∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Both a and b know: r holds iff pi ↔ qi for all i .
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.
But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑,∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Both a and b know: r holds iff pi ↔ qi for all i .
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.
But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑,∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Both a and b know: r holds iff pi ↔ qi for all i .
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.

But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑,∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Both a and b know: r holds iff pi ↔ qi for all i .
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.
But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑,∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

Single vs. Set

Suppose the following all hold:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Both a and b know: r holds iff pi ↔ qi for all i .
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∀) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }.
But: no finite set of formulas allows a and b to learn r .

Hence with (L0,⊙,⇑, ∀) we have ¬D{a,b}r .

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 39 / 46



(Non)equivalences

The results

(∩, ϵ, ϵ, ∀) (∩, ϵ, ϵ, ∃)

(L0,•,Ω,∀) (L0,•,Ω, ∃)

(L0,⊙, ω, ∀) (L0,⊙, ω, ∃) (L0,•, ω, ∀) (L0,•, ω, ∃)
(L0,⊙,⇑,∀) (L0,⊙,⇑,∃) (L0,•,⇑, ∀) (L0,•,⇑,∃)

Galimullin & Kuijer Varieties of Distributed Knowledge AiML 2024 40 / 46



(Non)equivalences

One vs. All

Similarly, suppose:

For every i ∈ N, agent a knows whether pi holds.
For every i ∈ N, agent b knows whether qi holds.
Agent a and that r holds iff pi ↔ qi for all i , but b does not.
All pi and qi are, in fact, false. (So r holds.)

Easy to see: with (L0,•,⇑,∃) we have D{a,b}r .

Agents a and b simply contribute {¬p0,¬p1, · · · } and {¬q0,¬q1, · · · }, respectively.
But: b can’t learn r without trans-finite sequence.

Because:

a can’t say “r iff pi ↔ qi for all i” since that’s not a formula, and can’t say r
a can’t say “r” until infinity+1-th step

Hence with (L0,•,⇑,∀) we have ¬D{a,b}r .
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(Non)equivalences

The results

(∩, ϵ, ϵ, ∀) (∩, ϵ, ϵ, ∃)

(L0,•,Ω,∀) (L0,•,Ω, ∃)

(L0,⊙, ω, ∀) (L0,⊙, ω, ∃) (L0,•, ω, ∀) (L0,•, ω, ∃)
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(Non)equivalences

Ω vs. ω

Slightly more complex scenario for ω versus transfinite.

Suppose

for all i , j ∈ N, a knows whether pi,j and qi,j hold,

for all i , value of xi depends on the number of indices j such that pi,j and qi,j differ,
b knows this dependency xi ,
value of yj depends on number of i such that pi,j and qi,j differ, in a way known to c ,
all agents know: z holds iff there is an even number of indices i such that xi and yi differ,
z does in fact hold.

With (L0,•,Ω,∀), we have D{a,b,c}z .

Agent a first tells b and c which pi ,j and qi ,j hold. This takes from time 1 to ω.

Agents b and c then say which xi and yj hold, taking from ω + 1 to ω + ω.

Now a, b and c know that z holds.

This process cannot be done in ω steps. So with (L0,•, ω,∀) we have ¬D{a,b,c}z .
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Conclusion

Conclusion

We have

Defined several new variants of distributed knowledge.
Shown which variants imply each other.

Future work:

Having axiomatizations would be cool.
There may be yet more interesting variations of distributed knowledge that could be studied.
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